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The Dynamic Continuous-Area Space-Time (DYCAST) system was developed to identify and prospectively
monitor high-risk areas for West Nile virus in New York, New York (New York City). The system is based on a
geographic model that uses a localized Knox test to capture the nonrandom space-time interaction of dead birds,
as an indicator of an intense West Nile virus amplification cycle, within a 1.5-mile (2.41-km) buffer area and 21-
day moving window. The Knox analysis is implemented as an interpolation function to create a surface of
probabilities over a grid of 1,400 cells overlaying New York City. The model’s parameters were calibrated using
year 2000 data and information on the vector-host transmission cycle. The DYCAST system was implemented
in a geographic information system and used operationally in year 2001. It successfully identified areas of high
risk for human West Nile virus infection in areas where five of seven human cases resided, at least 13 days prior
to the onset of illness, and proved that it can be used as an effective tool for targeting remediation and control
efforts.

arboviruses; geographic information system; space-time clustering; West Nile virus

Abbreviations: DYCAST, Dynamic Continuous-Area Space-Time; MAUP, modifiable areal unit problem.

In 1999, West Nile virus made its first appearance in the
Western Hemisphere and New York, New York (New York
City). By 2001, 68 New York City area residents were diag-
nosed with laboratory-confirmed West Nile virus infection,
and there were nine deaths (1, 2). Remediation and control
measures were implemented to reduce the numbers of
mosquitoes, identified as the vectors of West Nile virus (3).

West Nile virus is a mosquito-borne flavivirus belonging
to the Japanese encephalitis virus serocomplex. In New York
City, the Culex pipiens species is the primary vector of West
Nile virus as evidenced by its high competency to transmit
West Nile virus, its abundance, and its strong ornithophilic
habits (4–6). The primary hosts are native bird species that
lack West Nile virus immunity, particularly the American
crow and blue jay. Pigeons, although abundant in New York
City, have very low infection rates. Humans are dead-end
hosts, and their infections are most likely incidental and the

result of a spillover effect. Spillover effects occur when the
transmission cycle between mosquitoes and birds intensifies
(a process termed the amplification cycle), or when the avian
pool is reduced and species of mosquitoes that are opportu-
nistic feeders act as a bridge vector for transmitting West
Nile virus to humans (4, 7).

In New York City, during the 1999 season, remediation
and control efforts were based on positive West Nile virus
human infections, and in the 2000 season, efforts were based
on laboratory confirmation of West Nile virus in mosquitoes
and birds, which had a delay time of up to 2 weeks. Recently,
the New York City Department of Health implemented an
in-house laboratory for faster positive mosquito identifica-
tion. Although these approaches provide a definite confirma-
tion of West Nile virus, they lack timeliness, because
positive results in mosquitoes may not appear until West
Nile virus activity has substantially intensified. In addition,
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they identify West Nile virus activity only at discrete point
locations, where mosquito traps were positioned and dead
birds were found. An important issue for the New York City
Department of Health was how to use data points to identify
the areal extent of West Nile virus activity in a timely
fashion. To address this issue, the New York City Depart-
ment of Health in cooperation with the Center for Advanced
Research of Spatial Information (CARSI) Laboratory of
Hunter College, City University of New York, embarked on
an effort in January 2001 to develop an area-based system to
identify areas of West Nile virus activity that could lead to
human infection, for targeting remediation and control
efforts. The system needed to be both prospective and
dynamic, while providing the New York City Department of
Health with the geographic extent of West Nile virus
activity.

A widely used methodology for monitoring West Nile
virus activity relies on dead crow densities (8, 9) or the
number of dead crows per unit area. This approach has a
number of limitations: 1) It does not ascribe statistical
meaning to the results, leading to the selection of an arbitrary
cutoff (critical) density for judging high-risk areas for West
Nile virus; 2) density is highly susceptible to reporting bias;
3) density calculations for areas that vary in size, shape, and
scale rely on a false assumption of uniformity of crow densi-
ties throughout the region, resulting in the aggregation
problem of the modifiable areal unit problem (MAUP) (10);
4) densities calculated using kernel functions are subject to
edge effects (11), although corrections for edges are avail-
able when the process is assumed to be stationary and
isotropic (12); and 5) density measures ignore the pathology
and ecology of the West Nile virus transmission cycle.

Other methodologies used to model infectious diseases
generally factor only the temporal and not the spatial compo-
nent of epidemics (13). Those methods that do account for
space often use single unpartitioned areas or nonoverlapping
spatial units specifically designed for unrelated purposes
(i.e., census tracts). The latter can lead to an artificial split of
clustered data. In addition, these studies are often retrospec-
tive and require the use of controls, the selection of which
may be biased when knowledge of the ecology of an infec-
tious disease is incomplete (14). There is limited research on
prospective methods that account for both space and time
localities (15–17).

Knox (18, 19) proposed a method that allows for statistical
testing of the interaction of incidents of infectious disease in
space and time that does not suffer from the limitation of
density measures that use an arbitrary critical value of
density for determining risk localities. The Knox statistic is
calculated by pairing all possible data points (e.g., location in
space and time of the death of birds) within a clearly defined
geographic area and temporal window and testing them
against assigned values of what is “close” in space and time.
The number of close space-time data pairs is compared with
what would be expected if there were no interaction of space
and time, and a probability of nonrandom space-time inter-
action is determined. When the probability is less than 0.05,
the likelihood of space-time interaction is significant.

The Knox test is widely used in epidemiologic studies
(20–24). However, many of these studies are retrospective
with the intent of evaluating infectious etiology from disease
incidence in single unpartitioned areas. Only recently has the
Knox test been implemented prospectively for local regions
(15–17). Rogerson (17) used the Knox test on data updated
prospectively with a cumulative sum method; however, this
method did not account for dynamic spatial phenomena that
exhibit spatial movement in time (12). In the case of West
Nile virus in New York City, prospective monitoring is
necessary for targeting remediation and control efforts, and
dynamic monitoring is essential for tracking the changing
spatiality of viral activity. Dynamic monitoring reduces false
positive-risk areas where viral activity has subsided, it keeps
remediation and control efforts focused on the current viral
“hot spots,” and it can be used to monitor the efficacy of
remediation and control initiatives.

The Dynamic Continuous-Area Space-Time (DYCAST)
system was developed to identify and prospectively monitor
high-risk areas for West Nile virus, and it was used to assist
in guiding the remediation and control efforts of the New
York City Department of Health. The DYCAST model is
prospective and dynamic, and it relies on the Knox test to
statistically assess the significance of space-time interaction
and, hence, risk. Reporting bias is decreased using this
approach, because the decision to identify a high-risk area is
not dependent on a cumulative density measure but on a
statistical assessment of the significance of space-time inter-
action. In fact, significant space-time interaction can occur in
low-density situations, and nonsignificant interaction can
occur in high-density situations. The Knox analysis is imple-
mented as an interpolation function to create a surface of
probabilities over a grid of 1,400 cells overlaying New York
City. Each grid cell is assigned a probability based on a
Knox analysis of dead birds within a 1.5-mile (2.41-km)
radius of its centroid (spatial domain) and a 21-day moving
window (temporal domain) preceding each day’s daily run.
The DYCAST model was calibrated using year 2000 data on
dead bird and human West Nile virus incidence reports and
was implemented and tested operationally with year 2001
surveillance data.

MATERIALS AND METHODS

Data

Data on human cases and dead bird reports were provided
by the New York City Department of Health for the years
2000 and 2001. Dead bird reports were collected by passive
surveillance, relying on public reporting through telephone
and Internet entry systems. All dead bird reports were
geocoded (assigned a coordinate to the street address of
where the dead bird was found) and entered into the
geographic information system, GE Smallworld technology
(25). Attribute information, such as species and found date,
was attached to each record. The complete DYCAST
system, including the Knox methodology for space-time
interaction of dead bird reports, was modeled and written in
Magik programming language (25).
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Methodology

The major assumptions of the model used in this study are
as follows: 1) West Nile virus is a continuous phenomenon
across space; 2) humans are infected at their place of resi-
dence; 3) nonrandom space-time interaction of bird deaths is
attributed to West Nile virus infection; and 4) each dead bird
has an equal opportunity of being reported.

Knox test.   The Knox method is used to test for no interac-
tion of incidents in space and time within a clearly defined
spatial and temporal domain. Closeness in space and time is
based on a set of criteria (e.g., ecology), and pairs of data
points are tested as to which of four categories they fall into:
close in space only; close in time only; close in space and
time; or close in neither space nor time. Knox (19) suggests
the construction of a 2 × 2 contingency table as shown in
figure 1. T(o11) is the test statistic or the actual number of
pairs found close in space and time, and it is calculated as

where sij, tij is 1 when the ith-jth pair is close in space and/or
time, respectively, and 0 otherwise.

The Knox statistic compares the observed number of pairs
close in space and time with the expected number of pairs
close in space and time under a random process, given that
s = o11 + o21 pairs were found close in space and that t = o11 +
o12 pairs were found close in time (19). The expected number
of pairs is calculated as

The variance of the Knox statistic was developed by
Barton and David (26).

Model calibration.   Residential location and the presumed
date of West Nile virus infection in humans were used as the
basis for model calibration, because they were considered to
be the most reliable indicators of amplified West Nile virus
activity. A Knox test was performed on all dead birds, except
pigeons and unknown species, found within a 1.5-mile (2.41
km) spatial domain of the residential location of each human
case and within a 21-day temporal domain prior to the case’s
presumed date of West Nile virus infection. The presumed

date of human infection was estimated as 7 days prior to the
reported date of onset of symptoms, which is above the mean
incubation period of hospitalized patients, 5.3 days (27), and
within the range of human infection, 3–15 days (28). The
1.5-mile (2.41 km) buffer represented local areas of rela-
tively high risk based on twice the feeding distance of C.
pipiens, 0.68 miles (1.09 km) (29). The 21-day window
accounted for two infectious cycles in birds (e.g., infected
birds die within 7 days) and the possibility of a spillover
effect. Statistical significance was evaluated at different
combinations of critical space-time parameters within the
spatial and temporal domains. 

Selection of critical parameters.   A challenging task in the
Knox methodology is the selection of critical parameters.
Because of the uncertainty in their statistical significance,
studies will usually set a “range” and systematically perform
the Knox test over the span of the range (23, 24). However,
the inference of space-time interaction, based on these
ranges over the same data set, results in multiple testing (14,
24). Additionally, a purely statistical decision for space-time
parameter selection disregards factors inherent to the nature
of the phenomena that are being studied.

In the DYCAST model, the selection of values for the crit-
ical parameters happens in the calibration phase and is based
in part on ecologic considerations. Critical distance (or
measure of space) does not exceed 0.75 miles (1.2 km),
reflecting the limited mobility of ill birds and avoiding a
distance close to the spatial domain that would reduce the
test to one of temporal clustering. Critical time lies between
2 and 7 days, reflecting the period within which infected
birds experience limited mobility and die. The Knox test was
therefore run for the distances of 0.25 miles (0.4 km), 0.5
miles (0.8 km), and 0.75 miles (1.2 km) and the times of 3
and 6 days, producing six combinations of critical parame-
ters. The actual number of close pairs of dead birds was
counted, and the expected number of close pairs and vari-
ance (30) were calculated. The probability of significance
was assessed using 1) Poisson (if one or more of the Knox
contingency table cells had less than five pairs) or chi-square
(if all the Knox contingency table cells had five or more
pairs) distribution (19, 20, 30), 2) a normal approximation
(30), and 3) 1,000 Monte Carlo random permutations as
adapted by Mantel (31) at the p = 0.05 level. The critical
parameter combination that resulted in significance of space-
time interaction of bird deaths within the spatial and
temporal domains (1.5-mile buffer, 21 days prior to
presumed infection date) for the greatest number of the year
2000 human cases was chosen as the optimal critical param-
eter combination and set for all future city-wide analyses.

Spatial design.   The city-wide spatial design of the model
was used for both the retrospective calibration phase in the
year 2000 and for prospective implementation in the year
2001. The spatial design consists of laying a 0.5-mile grid
across New York City, running the Knox test on each cell
centroid (n = 1,400) as if it were the center of a high-risk area,
and assigning to the cell the resulting probability. The local-
ized Knox test uses a 1.5-mile radius as its spatial domain and
a 21-day window as its temporal domain. The rationale for
using a 1.5-mile-radius domain to evaluate the probability for
a 0.5-mile grid cell is that West Nile virus activity is a contin-

FIGURE 1. Construction of the matrix as suggested by Knox (18).
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uous phenomenon and, therefore, should be modeled as a
continuous surface rather than as a collection of discrete
adjoining regions. The creation of surfaces has traditionally
been accomplished using a function that interpolates the value
of a cell based on its neighborhood (32). The grid’s centroid
spacing of 0.5 miles (0.8 km) (0.707 miles diagonally) was
selected to be less than half the feature of interest (e.g., the 1.5-
mile range of C. pipiens) to avoid information loss during the
interpolation process (33). Similar grid size selection proce-
dures are widely used in remote sensing (34). Treating West
Nile virus activity as a surface also avoids the MAUP associ-
ated with the arbitrary partitioning of space.

RESULTS

Model calibration

Critical parameter calibration.   The critical parameters of
0.25 miles (0.4 km) and 3 days were selected as the best

space-time combination for use in this model’s Knox test.
These parameters demonstrated agreement in significance of
the Poisson or chi-square assessment with the Monte Carlo
trial in nine (64 percent) of the 14 human cases (although this
comparison is not adjusted for chance agreement). Further-
more, although the normal approximation showed only four
significant cases of space-time interaction, they were all
found at the combination of 0.25 miles (0.4 km) and 3 days
(table 1). When the critical time was extended to 6 days,
agreement between the Poisson or chi-square test and the
Monte Carlo trial was observed in only seven (50 percent)
human cases. As the critical distance was extended to 0.5
miles (0.8 km) and the critical time was kept at 3 days, agree-
ment in significance was observed in only four (29 percent)
human cases. At 0.5 miles (0.8 km) and 6 days, there was
agreement in only one human case. When critical distance
was increased to 0.75 miles (1.2 km) and critical time was
kept at 3 days, there was agreement in four (29 percent)

TABLE 1.   Significance testing results of dead bird interaction by critical parameter set for each year 2000 human case in New York 
City

Case identification no. and significance test† Onset date No. of 
birds

Distance and time

0.4 km 0.8 km 1.2 km

3 days 6 days 3 days 6 days 3 days 6 days

Case 484 July 20, 2000 35

Poisson or chi-square distribution 0.183 0.299 0.074* 0.990 0.589 0.047*

Normal distribution 0.304 0.405 0.341 0.479 0.466 0.556

Monte Carlo trial 0.026* 0.001* 0.001* 0.001* 0.001* 0.003*

Case 624 July 28, 2000 45

Poisson or chi-square distribution 0.129 0.381 0.110 0.113 0.007* 0.165

Normal distribution 0.718 0.604 0.636 0.598 0.658 0.544

Monte Carlo trial 0.371 0.072* 0.112 0.070* 0.056* 0.003*

Case 625 August 4, 2000 171

Poisson or chi-square distribution 0.001* 0.001* 0.146 0.627 0.141 0.987

Normal distribution 0.140 0.314 0.438 0.485 0.461 0.506

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 759 August 8, 2000 103

Poisson or chi-square distribution 0.086 1.000 0.468 0.109 1.000 0.018*

Normal distribution 0.327 0.459 0.455 0.445 0.505 0.440

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 1,284 August 10, 2000 79

Poisson or chi-square distribution 0.004* 1.000 0.011* 0.111 0.001* 0.001*

Normal distribution 0.194 0.495 0.333 0.443 0.218 0.382

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 879 August 15, 2000 54

Poisson or chi-square distribution 0.064 0.002* 0.471 0.115 1.000 0.078

Normal distribution 0.160 0.152 0.402 0.378 0.490 0.403

Monte Carlo trial 0.001* 0.001* 0.031* 0.027* 0.012* 0.001*

Case 912 August 15, 2000 215

Poisson or chi-square distribution 0.001* 0.001* 0.001* 0.060* 0.001* 0.038*

Normal distribution 0.023* 0.211 0.229 0.417 0.289 0.439

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Table continues
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human cases, and at 0.75 miles (1.2 km) and 6 days, agree-
ment increased to six (43 percent) human cases. This
decrease and then increase in the numbers of significant
space-time interaction areas suggest that, as the critical
distance approaches the 1.5-mile buffer size, most pairs are
close in space, and the Knox test is reduced to a test of pairs
close in time. Hence, the probability results refer to a related
but different test quantity. In summary, the critical parameter
combination of 0.25 miles (0.4 km) and 3 days proved to be
the most appropriate for this study because of its strong like-
lihood of avoiding false negatives.

Significance testing.   The Poisson and chi-square tests for
significance assume that the data used for testing are inde-
pendent of each other. Data pairs that share points in the
Knox procedure violate this assumption of independence. In
this study, the violation proved to be particularly acute when

the number of data points used (birds) was small. This
problem may explain the disagreement shown between the
Poisson or chi-square test and the Monte Carlo trial for small
numbers of birds. For example, with case 1,002, 22 birds
were found within the 1.5-mile buffer and 21-day window.
Significance was shown with the Monte Carlo trial at 0.5
miles (0.8 km) and 6 days (p = 0.05), but the Poisson or chi-
square test showed no significance (p = 0.128). An examina-
tion of the seven close pairs formed from these 22 birds
showed that six pairs shared at least one data point, indi-
cating statistical instability due to a violation in the pair inde-
pendence assumption. The results of the retrospective city-
wide analysis on year 2000 data demonstrated additional
problems associated with the diverging results of the Poisson
or chi-square test and the Monte Carlo trial and the depen-
dencies at smaller bird numbers. Therefore, a threshold was

TABLE 1.   Continued

* p < 0.05.
† Spatial and temporal domains: buffer, 1.5 miles (2.41 km); window, 21 days.

Case identification no. and significance test Onset date No. of 
birds

Distance and time

0.4 km 0.8 km 1.2 km

3 days 6 days 3 days 6 days 3 days 6 days

Case 1,165 August 15, 2000 159

Poisson or chi-square distribution 0.001* 0.002* 0.003* 0.239 1.000 0.123

Normal distribution 0.022* 0.250 0.301 0.448 0.505 0.435

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 876 August 18, 2000 71

Poisson or chi-square distribution 0.003* 0.007* 0.715 0.566 0.602 0.238

Normal distribution 0.083 0.195 0.450 0.542 0.535 0.543

Monte Carlo trial 0.001* 0.001* 0.001* 0.011* 0.001* 0.001*

Case 981 August 23, 2000 90

Poisson or chi-square distribution 1.000 0.079 0.392 0.097 0.190 0.119

Normal distribution 0.552 0.659 0.433 0.419 0.436 0.451

Monte Carlo trial 0.088 0.285 0.001* 0.001* 0.001* 0.001*

Case 1,031 August 27, 2000 39

Poisson or chi-square distribution 0.001* 0.001* 0.003* 0.016* 0.013* 0.044*

Normal distribution 0.023 0.107 0.163 0.327 0.285 0.395

Monte Carlo trial 0.010* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 1,002 August 31, 2000 22

Poisson or chi-square distribution 0.420 0.586 0.140 0.128 0.159 0.053*

Normal distribution 0.327 0.391 0.304 0.347 0.364 0.357

Monte Carlo trial 0.112 0.264 0.113 0.050* 0.149 0.179

Case 1,023 September 2, 2000 181

Poisson or chi-square distribution 0.002* 1.000 0.988 0.124 1.000 0.001*

Normal distribution 0.159 0.484 0.473 0.563 0.501 0.605

Monte Carlo trial 0.001* 0.001* 0.001* 0.001* 0.001* 0.001*

Case 1,157 September 13, 2000 16

Poisson or chi-square distribution 0.023* 0.048* 1.000 0.439 0.706 0.209

Normal distribution 0.032* 0.076 0.507 0.615 0.565 0.618

Monte Carlo trial 0.001* 0.001* 0.052* 0.316 0.001* 0.221
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set at 25 birds and was based on 1) the convergence between
the Poisson or chi-square and the Monte Carlo probabilities
as the numbers of birds increased, 2) the attempt to reduce
pair dependencies that could bias the results in both the
Poisson or chi-square and the Monte Carlo methods, and 3)
the attempt to minimize false positives at lower bird
numbers. For example, a statistically significant result of one
close pair with only two data points would not raise the risk
(and should not raise the risk alarm) in that area. Because the
results of the Poisson or chi-square test with the Monte Carlo
trial were similar after the threshold was implemented, all
year 2001 analyses were run using only the Poisson or chi-
square significance test.

Model implementation

The results of this study demonstrate that the DYCAST
model was successful in identifying areas of high risk for
West Nile virus at least 13 days prior to the onset of illness
in five of the seven human cases in the year 2001. One of the
missed cases appeared in an area that was indicated by the
model 3 days after the person’s onset of illness; however,
this case occurred after dead bird surveillance was virtually
halted on September 11, 2001, because of the terrorist attack
on the World Trade Center buildings in New York City.

A high-risk area for West Nile virus was identified on July
2nd in northern Staten Island, 25 days prior to the first
human case of West Nile virus with onset of illness on July

FIGURE 2. July 2, 2001, New York, New York. Localized Knox test analysis with the following parameters: buffer, 1.5 miles (2.41 km); temporal
window, 21 days; close-in space, 0.4 km; close-in time, 3 days; and bird threshold, 25 birds. Data source: New York City Department of Health
and New York City map. Note the onset date of the human case that is July 26, 2001, in the identified high-risk area. WNV, West Nile virus. 
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26th (figure 2). South of this location, another area of signif-
icant space-time interaction of dead birds appeared 17 days
prior to the second human case with onset of illness on
August 5th (figure 3). In northeastern Queens, an area of
high risk for West Nile virus appeared on July 9th, 38 days
prior to the third human case with onset of illness on August
16th (figure 4). Subsequently, significant space-time interac-
tion of dead birds was observed in southwestern Brooklyn on
August 20th, 13 days prior to the fourth human case with
onset of illness on September 2nd (figure 5). This area of
high risk for West Nile virus in Brooklyn was an expansion
of an area first observed on August 4th, which persisted and
expanded until September 20th. In northern Queens, signifi-

cant space-time interaction of dead birds was seen from
August 3rd through August 28th, 35 days prior to the fifth
human case with onset of illness September 7th.

Two days later, on September 9th, a sixth human case of
West Nile virus was diagnosed in central Brooklyn, where
the DYCAST system failed to capture significant space-time
interaction at any time. In the aftermath of the terrorist
attacks on the World Trade Center buildings in New York
City, the model failed to capture significant interaction,
reflecting decreased surveillance of dead birds. During this
time, all areas showing significant city-wide interaction
gradually receded and disappeared completely 9 days later
on September 22nd. These findings demonstrate both the

FIGURE 3. July 19, 2001, New York, New York. Localized Knox test analysis with the following parameters: buffer, 1.5 miles (2.41 km); temporal
window, 21 days; close-in space, 0.4 km; close-in time, 3 days; and bird threshold, 25 birds. Data source: New York City Department of Health
and New York City map. Note the onset date of the human case that is August 5, 2001, in the identified high-risk area. WNV, West Nile virus.
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temporal sensitivity and the dynamics of the model. The 9-
day interval was not necessarily a disadvantage of the
DYCAST system, as there was interest in both current and
prior areas of significant interaction for targeting remedia-
tion and control efforts. Furthermore, a decrease in birds
during this time could potentially have caused mosquitoes to
switch feeding habits to mammals, increasing the risk for
humans.

When bird surveillance did resume in early October, the
model demonstrated significant space-time interaction on
October 8th in lower Manhattan, just 2 days after the seventh
and last human case of West Nile virus with onset of illness
on October 6th (figure 6). This same area of high risk

expanded and remained significant until October 31st, the
last date for which we conducted the analysis.

A review of these analyses also demonstrates significant
space-time interaction of dead birds at the edges of all the
boroughs, although a potential edge effect could have
existed when the edge caused the reporting numbers in a
buffer to drop below the threshold (n = 25). However, this
was not a problem in this study. Edge effect concerns were
also viewed in the perspective of the amplification cycle,
which suggests that a reduced number of birds at the edges
(i.e., birds will not exist as mosquito targets in the water) will
depress the amplification cycle in the buffer.

FIGURE 4. July 19, 2001, New York, New York. Localized Knox test analysis with the following parameters: buffer, 1.5 miles (2.41 km); temporal
window, 21 days; close-in space, 0.4 km; close-in time, 3 days; and bird threshold, 25 birds. Data source: New York City Department of Health
and New York City map. Note the onset date of the human case that is August 16, 2001, in the identified high-risk area. WNV, West Nile virus.
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Sensitivity analysis.   A sensitivity analysis was performed
on data for September 1, 2001, because this date reflected the
peak of the season’s West Nile virus activity. The results of
the analysis using the critical parameter combinations of
0.25 miles (0.4 km), 0.5 miles (0.8 km), and 0.75 miles (1.2
km) with 3 and 6 days are summarized in table 2. This table
shows the number of cells that were identified as being high-
risk areas on the basis of the dead bird interaction effects
with the respective parameters, at the p = 0.05 and the p = 0.1
significance levels.

The more constrained critical parameters (0.25 miles (0.4
km) and 3 days) produced the maximum number of cells in the

city-wide grid that were identified as high risk. Furthermore,
the temporal critical parameter appears to be more important
than the spatial critical parameter, because the combination of
0.25 miles (0.4 km) and 6 days produced fewer high-risk cells
than did the combination of 0.5 miles (0.8 km) and 3 days.
There is also a decrease in the number of high-risk cells with
increasing space distance. Critical parameters with the least
number of significant buffers appear at the 0.75-mile (1.2-km)
and 6-day critical parameter combination. This sensitivity
analysis validates the use of the most constrained critical
parameters to minimize false negatives. Despite differences in
the number of high-risk cells, all critical combinations resulted

FIGURE 5. August 23, 2001, New York, New York. Localized Knox test analysis with the following parameters: buffer, 1.5 miles (2.41 km); tem-
poral window, 21 days; close-in space, 0.4 km; close-in time, 3 days; and bird threshold, 25 birds. Data source: New York City Department of
Health and New York City map. Note the onset date of the human case that is September 2, 2001, in the identified high-risk area. WNV, West
Nile virus.
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in high-risk cells in the same approximate areas with minor
differences in extent. This finding demonstrates that the model
is highly robust with respect to its critical parameters.

In summary, the DYCAST system was stable over the
range of ecologically constrained parameters, and the most
constrained parameters (0.25 miles (0.4 km) and 3 days)
were the best for initiating remediation and control activities,
because they minimized false negatives.

DISCUSSION

In conclusion, in the year 2001, the DYCAST system
successfully identified areas of high risk for West Nile virus

in humans at least 13 days prior to their onset of illness in
five of the seven human cases. The reason for this success is
the unique combination of geographic principles, ecologic
knowledge of the West Nile virus vector-host transmission
cycle, and statistical analyses to overcome the limitations
observed in previous studies to model West Nile virus.

The innovations of the DYCAST system include the use of
a statistical measure to assess areas of high risk for West Nile
virus rather than the selection of an arbitrary “critical”
density and the use of data regarding the ecology of the host
and vectors in the parameter calibration phase that attunes
the model to the real world phenomenon. In addition, the
DYCAST system did not suffer from MAUP inconsisten-

FIGURE 6. October 9, 2001, New York, New York. Localized Knox test analysis with the following parameters: buffer, 1.5 miles (2.41 km); tem-
poral window, 21 days; close-in space, 0.4 km; close-in time, 3 days; and bird threshold, 25 birds. Data source: New York City Department of
Health and New York City map. Note the onset date of the human case that is October 6, 2001, in the identified high-risk area. WNV, West Nile
virus. (Retrospectively because of September 11, 2001).
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cies, because it was designed as a continuous area system
that used a neighborhood interpolation technique in accor-
dance with centroid spacing selection principles. Moreover,
the identification of areas of high risk for West Nile virus in
locations of low population density (i.e., Staten Island)
demonstrates no visible evidence of reporting bias when a
minimum bird threshold was calculated and implemented.
Edge effects were reduced to cases where an edge spuriously
caused the number of dead bird data points not to reach the
appropriate 25-bird threshold. Finally, the dynamic nature of
the system provided timely identification and incorporation
of temporal effects.

Despite the success of the DYCAST system, certain issues
require further research. Two points arising from the calibra-
tion results include the issue of thresholding and the validity
of significance tests. Another important issue that should be
addressed is reporting bias in areas of varied socioeconomic
characteristics. Finally, the model could be optimized further
by incorporating additional data, such as the location of
mosquito breeding grounds, environmental conditions, high-
risk populations, and feedback mechanisms for further cali-
bration on positive bird and mosquito results and control
activities.
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